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THE NEUMANN PROBLEM FOR 
THE WAVE EQUATION IN A CONE 

A. Yu. Kokotov, P. Neittaiimaki, and B. A. Plamenevskii UDC 517.9 

The Neumann problem for the wave equation in a wedge is considered. The asymptotic behavior of 

solutions to the problem in a neighborhood of the edge of the wedge is studied. In order to deduce 

and justify asymptotic formulas, the solvability of the problem in the scale of weight function spaces is 

investigated. Bibliography: 30 titles. 

Let K be an open cone in IR "-a with vertex at the origin. We suppose that K is smooth outside the 

vertex. Let 0 ~< d ~< n - 2 ,  and let J~ = K • IRa = {x = (y,z) E 1R" :y E K,z E I~ a} be a wedge in IR". In the 

cylinder 

Q =  { (x , t ) :x  E J C , - ~ , <  t < +~} ,  

we consider the problem 

9 
Nu(x,t) :=  (~7-Ax)u(x, t )  = f(x, t) ,  (x,t) E Q, 

~vU(X, t) = O, (x, t) E OQ, 
(o.1) 

where v is the unit outward normal to 3K. 

The main goal of this paper is to study the asymptotic behavior of solutions to the problem (0.1) 

in a neighborhood of the edge of the wedge X. To derive and justify asymptotic formulas, we study the 

solvabitliy of the problem (0.1) in the scale of weight function spaces. 

The Dirichlet problem was studied for the wave equation in Q (cf. [1]) for strongly hyperbolic 

systems of  second-order differential equations (cf. [2]). The methods of  the above-mentioned papers were 

based on "combined" estimates for solutions. In this paper, we develop this approach for the Neumann 

problem (0.1). 

We explain briefly what we mean by combined estimates. We set 

L(ov, o:, o,) = []. 

We apply the Fourier transform F(:,0_(;,~ ) to the problem (0.1), where ~ E 1I~ a, x = ~ -- i7, (Y E 1R, 7 > 0. 

Then the Neumann problem for the operator L(Dv, 4, x) in the cone K appears. This operator is elliptic 

for fixed parameters ~ and x. However, the dependence on "~ is "hyperbolic" It is required to estimate 

solutions uniformly with respect to the parameters. To this end the cone K is divided into zones. In a 

neighborhood of the vertex, in the zone 

{y E K: lYl < cOp - l ,  P = (1r 1"~12)1/2}, 
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the known weight elliptic estimate for solutions is used. Far from the vertex, for lYl > cl tp1-1, we prove a 

weight hyperbolic estimate. Finally, in the intermediate zone, we use a weak global estimate in the entire 

cone which follows from the well-known estimate 

/" exp(-2~')l ~r t)l: dxdt <<. c f exp(-2~r)lnu(x,t)l'- dxdt (0.2) 

Q O 

for the problem in the cylinder Q with the homogeneous boundary condition. Thus, we obtain an a priori 

combined estimate for solutions in the scale of weight function spaces. The following inequality is an 

example of such an estimate: 

II)~pv;n~(g;p)tl'- +'~llv;n~(g;p)ll: <~ c /  It(O~,;,'c)vl:(lYl~-~ + p:<l-~)/~)dy, (0.3) 
K 

where K is a cone of dimension n -  d > 2, v satisfies the homogeneous Neumann condition on OK, 

)~p(y) = )~(py), )~ is a cut-off function such that •(y) = 1 for lYl < l and )~(y) = 0 for lyl > 2, the norm in 

HI(K; p) is defined by formula (1.3) below. For 13 we can take any number of  the interval ( - ~ ,  i] except 

for some set of isolated values. The constant c in (0.3) is independent of  v and the parameters ~ E 1R a, 

"c = c - i T ,  o EI~ ,T> 0. 

In the case n - d > 2, the method of [ 1 ] can be applied to the problem (0.1) after a slight modification. 

The case n - d = 2 should be considered separately. As in the case of elliptic problems, the weight norms 

should be changed (cf. [3-5], where the Neumann elliptic problem was considered in domains with edges). 

Owing to combined estimates, it is possible to study the solvability of  the problem in a cone for the 

operator L(Dy, 4, x) in the scale of weight spaces and, after that, derive and justify asymptotic formulas for 

solutions. Under suitable conditions on the right-hand side, such formulas consist of linear combinations 

of "asymptotic" solutions to the corresponding homogeneous problem in the cone. The coefficients of  

these combinations are explicitly expressed in terms of exact solutions (growing in a neighborhood of the 

vertex) to the adjoint homogeneous problem. Using the inverse Fourier transform - l  F(g,x)~(z,t), we expand 

these results to the problem in the cylinder Q. 

This scheme of the study of the problem (0.1) can be also used in the study of some class of  hyperbolic 

systems that includes the dynamical system of equations of elasticity theory. The authors intend to devote 

another paper to this question. 

Furthermore, we consider formulas for the coefficients in the asymptotic expansion in detail. So- 

lutions to the homogeneous problem occurring in the formulas for the coefficients can be expressed in 

terms of a hypergeometric function. Therefore, in terms of the coefficients in the asymptotic expansions 

of solutions to the problems in the cylinder Q, we can express the effects of  finite propagation speed for 

disturbances as follows: the coefficients vanish before the leading edge of  the disturbance arrives (which 

is clear from the general point of view) and the coefficients become infinitely smooth functions of  the time 

variable after the trailing edge passes (which follows from the formulas obtained). Similar questions for 

the Dirichlet problem were considered in [6]. 

We indicate some publications devoted to hyperbolic problems in domains with singularities. The 

methods and results of these publications are different from those presented in this paper. Problems 

for the wave equation in a wedge with edge of codimension 2 was studied by Eskin in [7], where the 
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homogeneous differential operators of any order with constant coefficients were given on the sides of the 

wedge. These operators satisfy the uniform Lopatinskii condition. The main result of [7] is an explicit 

formula for solutions. The method (the reduction to the Riemann-Hilbert problem) is not generalized to 

the case of a wedge with edge of  codimension larger than 2. The asymptotic behavior of solutions was 

not discussed in [7]. 

The approach used in the paper [8], devoted to the Cauchy-Dirichlet problem in a domain with conical 

points, was proposed in [9] in order to describe the asymptotic behavior of solutions in a neighborhood 

of singularities. In [I0], one can find some information about the asymptotic behavior of solutions in a 

neighborhood of a conical point (in the case of  the second-order hyperbolic equation, the Cauchy-Dirichlet 

problem). In this paper, we use, in fact, the same method as in [9]. The wave equation was considered 

by Cheeger and Taylor [11] (their approach is based on the functional calculus for the Laplace operator), 

Uchida [ 12], and Gerard and Lebeau [ 13] (microlocal analysis). We also mention earlier works of  Kupka 

and Osher [14], Osher [15], Reisman [16], Sarason [17], and Sarason and Smoller [18]. 

Section 1 contains some preliminary information. In Sec. 2, we give combined estimates for solutions 

to the problem in a cone of dimension n - d > 2. We give only a brief description of these estimates 

because the situation is close to that considered in [ 1, 2]. The case n - d = 2 is discussed in Sec. 3. The 

properties of the operator of the problem in a cone in the scale of  weight spaces are studied in Secs. 4 and 

5. The asymptotic behavior of solutions to the problem in a cone is considered in Sec. 6. Section 7 deals 

with the problem in a wedge. In Sec. 8, we derive explicit formulas for the coefficients of the asymptotic 

expansions of solutions to the problem (0.1). 

w 1. Preliminaries 

1.1. Pencil ~()Q. In a domain ~ = K N S  n-d-I on the sphere S '2-d-l, we define the operator pencil 

92(~.) = (i~,)2 + (n -- d -- 2 ) i ~ -  ( l . l )  

on functions u C H2(~)  such that ~vUlon= 0, where v is the unit outward normal to ~f2 and ~ is the 

Laplace-Beltrami operator on S n-d-l. The spectrum of the pencil 9/(~.) consists of the normal eigenvalues 

X-a:k = ( i / 2 ) { ( n - d -  2 ) z V ( ( n - d - 2 ) 2  +41~k)l/2}, k = 0 , 1 , 2 , . . . ,  

where {/xk} (0 = ~tO < ~1 ~< .. .) is the sequence of all eigenvalues of the operator 8 enumerated with 

repetitions according to multiplicity. With the eigenvalues ka:k we associate the eigenfunctions ~k of the 

pencil 9.1(L) such that 

~ / ( n - d -  2) 2 + 4ktj(~j, ~k)/.,(~) = 8[. 

For n - d > 2 there are no associated functions. In the case n - d ---- 2, the pencil 9a(~.) has the simple 

eigenvalues La:j = qzj(rc/tx), i, j = I, 2 , . . . ,  and the double eigenvalue ~ = 0 (a is the angle of the comer 

K in the plane ~z). The eigenfunction cj(t.o) corresponding to ;L• j > 0, has the form 

C j  (co) = (fit)- 1/2 cos(jrcoffa).  

4402 



The eigenfunction tl)0(o)) = o~ - 1 / 2  and the associated function t:I)ol (0)) ~ 0 correspond to the eigenvalue 

~ o = 0 .  

completion of C~c (K \ O) in the norm 

[]u;H~(K)][ = ( ~ /" ]yi2(~J-s+leLl)lO~u(y)]2dy)1/2 
I~l~<s~ 

The space H~ (K; q), where q is a positive parameter, is equipped with the norm 

12. The function space. Let s be a nonnegative integer, and let 13 E N. We denote by H~(K) the 

(1.2) 

- k  2 Ilu;H(~(g;q)l I = q2kllu; (K)I [ (1.3) 

A point x of the wedge 9s = K x IR d will be written in the form x = (y, z), where y E K and z E R d. We 

denote by M the edge O x 1R d of the wedge 9s and by Q the cylinder {(x,t) :x  E 9s E IR}. The space 

H~(Q) is the completion of C~c(N \ M) x N) in the norm 

IIw; ';(Q)ll (Z I" f 'i'- = (1.4) 
I'al ~<.~'~ ~: 

The H~(Q; q)-norm is given by formula (1.3) with Q instead of K. We denote by V~(Q; 9 ,  ~ > 0, the space 

equipped with the norm 

IIw; v~(a; ' / ) l l  -- IlwV, n~(aw)ll, (1.5) 

Let 

where 

w'/(x, t) = exp(-yt)w(x, t). 

/?(Y, r "~) =/~z,t)-~(~,x) w(y, z, t) = " J" exp(-iCz - i'ct )w(y, z, t) dzdt, 
where x = 6 - i T, (y E I~. We set 

p = p ( ~ , x )  = (1~12+11712) 1/2, T I =py, W(q,~,'c)= f?(p-lrl ,~,x ). (1.6) 

We can check (cf. [1]) that the norm Ilw; Vs~(Q,T)H is equivalent to each of the following norms: 

(. f  [l~(,~,'c);H~(K;p)i[2 d~d~) '/2, 
(1.7) 

( f pa-n-z(~-')llW(,~,.c);H~(K, 1)llZ d~d@ 1/2 

(the constants in the corresponding equivalence relations are independent of ~ > 0). 
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1.3. Energy estimate for solutions to the problem (0.1), (0.2). In fact, the following assertion is 
well known. 

Proposition 1.1. Let u E s(Nn), OvU(X, t) = O, (x, t) E OQ. Then for any ~ > 0 we have 

f exp (-2~)II Vx~U(, t); L2 (~Z)II 2 dt 
- - o o  

.~-oo 

c J exp(-2Tt)II(rqu)(,t);La(OQll-dt, 

where the constant c is independent of u and ~t > O. 

(1.8) 

In the case of the Dirichlet boundary condition, the proof of the estimate (1.8) can be found, for 
example, in [2, Proposition 1.1]. The same arguments are suitable for the Neumann condition. 

w 2. Combined Estimate for Solutions to the Problem in a Cone K. Case n - d > 2 

2.1. Statement of  the problem in a cone. Applying the Fourier transform F(:~)__,(;,,) to the problem 
(0.1), (0.2), we obtain the following problem with parameter (4, x) in the cone K: 

L(Dv, 4, z)fi.(y, r  (r _ ~ -  Ay)fi.(y, 4,z ) = 7(y, ;,.c) ' 
(2.1) 

0v27(y, 4,x) = 0, y E OK, 

where v is the unit outward normal to OK. 
After the change of the variable rl = py, the problem (2.1) takes the form 

L(Dn,O)U(rl,4,'c)=F(rl,4,'c ), rl EK, 
(2.2) 

0vu(n ,4 , , )  = 0, n E 0 x ,  

where 

__~A --I  u(n,;,-~)=~(p-~n,;,,~), F ( r l , r  rl,r 

0=0(~ , ' c )=(4p- l , ' ~p -1 ) ,  " ~ = ~ - # / ,  ~EIR, y > 0 .  

2.2. Energy estimate for solutions to the problem (2.1). 

Proposit ion 2.1. Let v E s(Rn), 0vv(y) = O, y E OK. Then 

[ (pZlv(y)l 2 + [VyV(y)l 2) dy <<. c [ IL(Dy, ;, c -  iT)v(y)[ 2 dy. 

K K 

Ifn -- d > 2, then 

'~ 1 9 v'llv,nd (g, P)ll- ~< cl[t(Oy, ;, z),t2(g)lt z 

The constant c in (2.3) and (2.4) is independent ofr  E IR a, "c = c - i T, <~ E N, 7 > O. 

(2.3) 

(2.4) 
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Proof.  In (1.8), we set 

u(x,t) = V(Z,t)v(y), Ilt E exp(~)S(IR~+l) M S(N(z,t )a+l), 

where  v satisfies the assumptions of the proposition. The inequality (1.8) takes the form 

] t2 f t~(~, 13- i~[)]2(p2lv(y)]2 q- IVyv(y)12)dyd~d13 

/ ~< c I~/(~, 13--iqt)}21L(Dy , ~, 13-  iT)v(y)12dyd~d(y. 

Since ~ E exp(~)S(Na+l)Ms(N a+l) is arbitrary, we obtain (2.3). 

In the case n - d > 2, from the Hardy inequality 

4 
f Iw(r)l ;r~-a-3dr~ ( n _ d _ 2 ) 2  flOrw(r)l 2rn-a-ldr 
0 0 

w e  obtain the inequality 

f ]v(y)[2]yi-Z dy ~ c f ]Vv(y)i2 dy. (2.5) 
K K 

The inequality (2.4) is deduced from (2.3) and (2.5). []  

Remark 2.2. The inequality (2,3) (as well as the inequality (2.4) in the case n - d > 2) remains valid 

if  for  v we take a function of the form 

vk (y) = )~(y)lYl ak % (co), 

where  ZCv) = ZI(Iy[),  Z l E C~c (1R), ~1 = 1 in a neighborhood of  O, k = 0, 1 ,2 , . . .  for n - d  > 2 and 

k = 1 ,2 , . . .  for n - d = 2, ~,~ and Ok- were introduced in 1.1. 

Indeed, analyzing the proof of the energy estimate (1.8) (cf. [2]), we see that the function 

u(x,t) = V(z,t)v~(y), ~I/E exp('/t)S(lR d+l) MS(IR a+l) 

satisfies (1.8) if the function 

(y, z, t) ~ exp(-yt)l-q u(y, z, t) 

belongs  to L2(Q). The last assertion is obviously true since A:,vk = 0 in a neighborhood of  O and the 

functions vk, as well as their first-order derivatives, are square summable (ImX~ < (n - d - 2)/2).  

2.3. Combined  weight estimate for solutions to the problem (2.1) in the case n - d > 2. We fo l low 
0 

[2] and omit the proof. We denote by �9 the linear set spanned by functions w E C~c(K \ O) such that 

0vw(y) = 0 fo ry  E OK and functions v~ mentioned in Remark 2.2 such that Imkk < 13 -- 1 + (n - d -  2 ) / 2 .  

Propos i t ion  2.3. Suppose that n - d > 2, ~ <~ 1, and the line ImP, = l] - 1 + (n - d -  2) /2  does not 
0 

contain points of  the spectrum of the pencil ~()~). Then for all v E �9 we have 

II)~pv;n~(g;p)ll 2 + ~2llv;nd(g;p)ll2 <~ c{llf;n~(K)ll 2 + (pl-~/~l)211f;Zz(K)ll2), (2.6) 
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where f = L(Dy, ~,x)v, Xp(Y) = Z(PY), 7((Y) = Xl(lyl) ,  Z ~ ~ CT(R),  Z ~ = 1 in a neighborhood of  O. The 

constant c in (2.6) is independent of  ~ ENd, "C = ~ - -  i T, C E IlL y >  O. 

The proof of  Proposition 2.3 differs from the proof  of  the corresponding assertion in [2, Proposition 

1.3] only by the fact that, instead of  a local weight  elliptic estimate for  a solution to the Dirichlet problem 

for the operator L(Drl, 0), we use a similar est imate for a solution to the Neumann problem. 

Proposition 2.4. For any ~ E ~ and U E H ; + l  (K; i) such that ~vU = 0 on OK we have 

s + l  (y/p)ZII~oU;H~+I(K;I)I[2 <~c{IIvooL(Dn,O)U;H~(K;1)I[ z +IIv..U;H~_I(K;I)I[2}, (2.7) 

where ~r = :~L(Iyl), w.(y)  = vL(lyl) ,  ~L, VL ~ C~(R), ~ ~ :~;,~ff.. = ~ . ,  x~  and ~/~ vanish in a neigh- 

borhood of  O and are equal to 1 at infinity, 0 = (~/p,  x/p), s = 0, 1, . . . .  and the constant c is independent 

of  the parameters. 

We make the following remark. In [2], the estimate (2.3) (but not the inequality (2.4) as was asserted 

there) was used in the proof of (2.7) in the case o f  the Dirichlet condition. This proof  remains valid in the 

case of  the Neumann condition; moreover, by the above arguments, (2.7) remains valid for n - d = 2. 

Proposition 2.5 (cf. [19] or, for example, [20]). Let Z,~ff E C~c (K ), Z = 1 h~ a neighborhood o f  the 

vertex 0 of the cone K, )~V = )~. Let the line Im)~ = 13 - s - 1 + (n - d -  2 ) / 2  do not contain eigenvalues of  

the pencil 9.1. Then every fimction U E H;+2(K; 1) such that OvU = 0 on ~K satisfies the inequality 

IIzU;H;+'-(K; 1)ll 2 ~< c{llvL(O n, O)U;H;(K; 1)112 + [IvU;H;+I(K; 1)112}. (2.8) 

Proceeding by induction on q and using Proposit ion 2.3 at the first step (cf. [2]), from (2.7) and (2.8) 

we obtain the following assertion. 

Proposition 2.6. We set 
q 

"~ "~" q - - j  o 
{f}q,[~(K;p,y)- = ~(p/y) 'gl l f ;H~+q_j(K;p)[I-+ (pl-~+q/yl+q)21lf;L2(K)ll2, (2.9) 

j=0 

where ~ E R and q = O, I,. . . .  Let ~ <~ 1, and let the line ImP. = [3 - 1 + (n - d - 2 ) /2  do not contain points 
0 

o f  the spectrum of the pencil ~. Then v E D~ satisfies the inequality 

ii~pv;n~+q(g; p)l[ 2 + ~ l+q 9 II v; H~+q (K; P) ll- ~< c{e(Dy, ~, "r p, T)-, (2.10) 

where q : O, 1,... and the constant c is independent o f  v and the parameters. 

w 3. Combined Estimate for a Plane Corner 

In this section, K is a corner of angle cs in ~ and r = Ix I. We introduce the space H~'~ equipped 

with the norm 

II.;n~'~ = IlP-Z+lu;t2(g)ll + ~, IIr~-Z+l~lO%;t2(g)ll. (3.i)  
o<[al~<t 
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Similar spaces with nonhomogeneous norms were introduced in [21, 5, 22]. The same spaces were 

introduced in [20, Sec. 5.5] (cf. also [4]). For the sake of  convenience, we prove all necessary technical 

facts because the required result (the estimate (3.7) below) was not formulated in [20, 4] explicitly. In 

fact, we follow [21] (for details we refer  the reader to [22]). 

M2+q,0 Lemma 3.1. Let q be a nonnegative integer, and let u E "'13+q ' [3 < 1. The following assertions hold. 

I-12+qrV~ A E C. 1. ~u = Z(v +A), where Z E C~c (~2),  Z = 1 in a neighborhood of O, v E ~+q ~,~), 

2. The following estimate holds: 

IAI ~ c{llP-~Vu;Z2(gn {Ixl ~ 1))11 + Ilu',t2(gn {1/2 ~< Ixt ~< 1))11}. (3.2) 

3. If ~ <~ 0, then A = O. 

Proof. I. Let 
o~ 

A(t) = o~ -1 f u(tcoso3,tsino3)do3, 
0 

The existence of the last limit follows f rom the estimate 

A = A ( 0 + ) .  

IA(t2)-A(q)l <~ f IA'(t)l dt <~ [A'(t)I2t2~-ldt 
tl tl ( /  )1,2 

<~ c(T) IvulZr21S-2 dx , 0 < t l , t  2 <~ T, 

tl <~lxl<~t2 

and the inclusion 

~-l~Tu E L2(K). 

Assertion 1 follows from the estimate 

IIP-2(u-A);t2(g n(Ixl ~ 1))11 ~ cllr~-IVu',t2(gn{Ix[ ~ 1))11- (3.3) 

Let us prove (3.3). We have 

1 ~ 1 o~ 1 

/ drr2~-3/" lu-AI 2 deo<~ c{ f drr2a-3/lu- A(r)l 2 do~+ f r21~-3 IA(r ) - A(0)I 2 dr}. 
0 0 0 0 0 (3.4) 
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We estimate the second term on the right-hand side of (3.4): 

1 1 r 

f r21~-3lA(r ) - A(0)I 2 dr <~ 2 f drr 2[~-3 f ]At('c)l IA(x)- A(0)I dx 
0 0 0 

1 1 

= 2 f d'cla'(z)] [A ('~)- A(0)[ . / ' r  21~-3 dr 
0 z 

1 

~< c / [ a ' ( x ) [  [A(x) - A(0)1~1~-2 dz 
0 

1 1 

<. c( f lA(x) \ 1 / 2 /  -A(o)Iz+~-3dz) t f +,_i \I12 IA'(z) IZ dz) . 
0 0 

Hence 

1 1 

f r213-3 IA(r ) -A(0)I 2 dr <. c f r213- t IA'(r)[ 2 dr. 
0 0 

(3.5) 

By the definition of A(t), we find 

1 

f r2f~-3lA(r ) -A(0)I 2 dr ~ cll p -~  v.;Lz(KA {Ixl <~ 1})1t 2. 
0 

The same estimate for the first term on the right-hand side of (3.4) follows from the Poincar6 
inequality on the arc [0, oq. 

2. We have 

t l 1/2 I. 1/2 

,A(O)I~IA(t)I+ f ,At(~)ld~ ,A(t)lq-(fo 'A'('~)12"c2fl-ld'c) (0 j ~'-21~d'C) 
0 

Hence 

IA(0)I ~< c{Ia(t)l + IIr~-~Vu, Z2(gn {Ixl ~< 1})ll}. 

Integrating the last inequality with respect to t E [1/2, I], we obtain (3.2). 

3. From (3.1) and (3.3) it follows that the functions r~-lu and r13-2(u-A) belong to the class 

L2(KN {Ixt ~ l}). Consequently, 
A~ -1 ~tz(gn{Ixl ~ 1}). 

In the case 13 ~< 0, the last assertion is valid only ifA = 0. [] 

Lemma 3.2. Under the assumptions of Lemma 3.1, for any Iz E (0, 1) the following estimate holds: 

IAI ~ ~llr~-~vu;tz(Xn{Ixl ~ 1})11 +Cellu;L2(gn {~l/(1-~)/2 ~ Ixl ~ 1})11. (3.6) 
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Proof .  We apply the estimate (3.2) to the function w(x) = u(ex). Then 

[A[2 ~ c { g  2 J" [xl2fJ-2lVu(g_.x)[2 dx-b .f [u(gx)12 dx} 
Kn{I.,-I.< l } Xm{ l/2~<l.,-I.<l} 

j / 
Kn{Ixl~<l} Kn{e/241xl<~ t } 

Replacing e with ~1/(1-[~), we  obtain (3.6). [] 

Proposition 3.3. Let I] < 1, and let the line I m s  = 13 - 1 do not contain points of the spectrum of the 

pencil 9d. Let )~ E C~c (1R2), Z(x) = I for Ixl ~< 1, x(x) = O for Ixl > 3/2. Let q be a nonnegative integer. Then 

for some ~ > 0 and any fio, ction u E Hg+q'~ satisfying the homogeneous Neumann condition on OK the 
following estimate hold: 

u Hq+2"~ z ; 13+q t )11 ~c{[[zL(Dn,O)u;Hg+q(g)ll+llu;Hq+l(Kn{8<~ [xl ~< 2}11}. (3.7) 

Proof .  As above, Zu = Zv + zA, where the function Xv belongs to H~+~(K) and satisfies the homo- 

geneous Neumann condition on OK (we can assume that the cut-off function Z depends only on Ix[). For 

all 13 such that the line ImP. = 13- 1 does not contain points of the spectrum of the pencil 9.1 the following 

estimate in the homogeneous norms holds: 

v; q+2 q IIz H;+q(g)[[ ~< c{llzL(On,O)v;n~+q(g)[I + IIw,,ng+~(g)ll}, (3.8) 

where ~ E C7'c (IR2), ~gX = ~  (cf. [19] or [20]). By  (3.8), we have 

zu;Hq+2"O'K ( ) ~ c(llZv;t-I~+2q(K) + I[zA;H~+~'~ 

<~ c{llzg(o n, O)v;g~+q(g)[[ + II~;Hg++~ (g)ll + Iel} (3.9) 

(recall that A = 0 if 13 ~< 0). Since 

we have 

[[zL(D n, 0),,;n~+q(g)ll ~ ][zt(On, O)u;n~+q(g)[[ + ]]zZ(On, O)A;n~+q(X)[[ 
q ~< c( IIzL(D n, 0)u; n~+q(g)II + lAD, 

nq+2,0t, . q , q+l Ilxu; ~+q ~g) <~ c( II~Z(On, O)u,n~+q(K)l t + Ilu/v'n~+q(g)ll + tal). (3.10) 
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We estimate the second term on the right-hand side of (3.10). Using (3.3), w e  find 

v H q+l 9 c [IV ; i~+q(g)ll - <~ / {Iv12r213-2 +l~Tu12r2f~ q-...+lvq+lu12r2~+2q} dx 

gn{Ixl,<2} 

C{E 2 f ( ] " -  A]2r213-4--I-IVul2r2~-2 + -- --I-Ivq+lut2r2~+2q-2)dx 

xn{I.~'l.<~} 

+ f (lu--AI2r213-2q-IVu12r213-F"'q-lvq+tuI2r2f'5+2q) dx} 

Kn{e~<[xk<2} 

<<" c{ E3 f (IVut2r213-z +'"+lvq+'"l'-rZ~+Zq-2)dx+lat 
g n {  Ixl.< l } 

+Cdl.;nq+l(gn{~ ~ Ixl <~ 2})11 / 
J 

<~ c{~2llx.;n~++q'~ + Iml + Cdlu;nq+l(g n {e ~< lxl ~< 2})11}. 

Estimating IAI with the help of Lemma 3.2, taking a sufficiently small e, and mov ing  the terms containing 
to the left-hand side of  (3.10), we obtain the inequality (3.7). [] 

o 
Let )~ E C~c (1R2), Z = 1 in a neighborhood of O, and let 13 < 1. We denote  by D13(2) the lineal spanned 

on functions u E C~c(K \ O) such that avU = 0 on OK, on funct ions 7((x)I .@~%(x/lx]) ,  where Im~.j < 13- 1, 
0 

and (only if 13 E (0, 1)) on the function Zqbo = )~cr -1/2. If  13 ~< 0, then the lineal 2)13(2 ) does not contain the 

function Z~o.  

P ropos i t ion  3.4. Let 13 < 1, let the lhze Im L = 13 - I do not contain points o f  the spectrum of the pencil 
0 

9.1, and let q be a nonnegative integer. Then every function u of the lineal D13(2) satisfies the following 
estimate: 

IlXu;gg~q'~ 2 + (~/p)211u;Hg~,l(g; l )ll2 
c{[IL(Dn,O)u;g~§ 1)112 + llv~u;Sg~_l(g; 1))112}, (3.11) 

where Ilt~ E C**(IR2), gt** = 0 b7 a neighborhood of O, and lira. = I at infinity. 

Proof .  Adding (2.7) (for s = q and 13 = [3 + q) and (3.7), we obtain the inequali ty 

II~u;H~++q'~ I1 -" + (?/p)2ll~**u;H~Zs (K; I)]12 ~< c{IIL(Dn, O)u;g~+q(g;l)ll 2 

q-IIu;Hq+I(KD {~ ~< Ix] <~ 2}112 -+-Ilgto.u;gg+~_l (K; X)llZ}. (3.12) 

Since ?/p < 1, we have 

(-~/p)211(1- ,~)u:n~s 0112 ~< cllxu',n~s176 2. 
Hence the cut-off function ~ .  on the left-hand side of  (3.12) is not required. I f  the support of the function 

1 - ~00 is sufficiently small, then the second term on the r ight-hand side of  (3.12) is estimated from above 

by cllug~u,n~Z+~_l(g; 1)112. [] 
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Making the change of variables ~1 --~ Y = TIP -1 in (3.11), we obtain the estimate 

q+2  

pellr~-l)~pv;Z2(K)ll2 + ~ [l~-2+sv'()~pv);Z2(K)ll 2 + ~2tlv'Hq+lr 13+qkn.,P)]l 2 
s = l  

~< c{llt(Dy, ;,~)v;n~+q(g;p)]l 2 -t- q+l , 11 voo,e v, n;+q_ I (g; p)II- }, 

where 

Zp(Y) = Z(PY), ~Ilo*,p(Y) = V~(PY), v(y) = u(py). 

We estimate the last term on the right-hand side of (3.13) for q = 0. We have 

1 "~ IlVoo,pv;H~_x(g;p)l l- <<. c J" lyl2(13-1)(Ivvl2+ lyl-Zlvl a + p21vl'-)dy 
et/p<lyl 

cp 2(~-~) f ( I  vvl 2 + p21 vl'-) dy <<. c(pX-~/~) 2 lIE(D:,, ;, ~)v; b_(g)It 2 
K 

(3.13) 

(3.14) 

(At the last step, we used the estimate (2.3).) 

Now, we are ready to prove the main a priori estimate. 

Proposition 3.5. Let ~ < I, let the line I m k  = ~ -  1 do not contain any point of the spectrum of the 
0 

pencil 91, and let q be a nonnegative integer. Then every function u E ~D13(2 ) satisfies the estimate 

q + 2  

P-II r •pv;L2(K)[I- + ~ IIr~-2+~Vk(;Cpv);g2(g)ll 2 +Y~[I v; H~+qq+l (g; p)lt- 
k = l  /" } c ~ (p/~,)'-JlIL(D:,, 4, t)v',H~TJq_j(g; P)II'- + (Pl-f3+q/'~q+l)211g(Oy, ~, t)v;ga(g)ll 2 �9 

j=0 (3.15) 

Proof. We denote by {Lv}q the right-hand side of (3.15). For q---0 the inequality (3.15) follows 

from (3.13) and (3.14). Assuming that the inequality (3.15) holds for q ~ q0, we prove that (3.15) holds 

for q = q0 + 1. By Proposition 3.4, it is necessary to estimate the norm 

v" q0+2 9 I t w , ,  = § 

To estimate the first term on the right-hand side of (3.16), we write the equality 

L(Dy, O, O)(V•,pv) = Wo,pL(Dv, r r -t- [L(Dv, r r Voo,p] v + (L(Dy, O, O) - L(Dy, r "~) )tg~o,pV. 
(3.17) 

Since the line ImP. = ~ - 1 contains no eigenvalues of the pencil Pd, the equation 

L(Dy, O,O)w= f E qo H;+qo(K) 

has a unique solution w E H~ t~ (K) satisfying the homogeneous Neumann condition on OK. The following 
p t q o  - - 

estimate holds: 

IIw;H~_+q~ (X)ll <<. cllf;H~~ (K)l I (3.18) 
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(cf. [19] or [20]). The norms of  the second and third terms on the right-hand side of  (3.17) do not exceed 
. q 0 + l  cpllv, n~+qo(K;p)ll. Therefore, from (3.16), (3.17), and (3.18) it follows that 

II . q0+2 9 Voo,pv, I_I~+qo(g;p)ll_<c(llL(Dv,~,x)v;n~+qo(K)[[+ P_llv;n~+q o ,  q0+l (K; P)II 2). 

The last summand was already estimated at the previous step of  the induction process (cf. (3.15) for 

q = q0): 
"~ q0+l  2 9 o 

P-IIv;H~+qo (K; P)II ~< (p/7)- { tV}q o. 

It remains to note that 
9 2 qo+ 1 2 9 

( p / ~ t ) -  { Z v } q  ~ -t- l i l y ;  n[~+q0+ 1 (K ;  p) ll = {Zv}q0+ ~- 

w 4. The Operator of the Boundary-Value Problem in a Cone 

4.1. A weak solution to the problem (2.1). We write the problem (2.1) in the simplified notation: 

L(Dy, 4,'c)u = (42 - ,~2 __ A.V) u ----- f in K, 
(4.1) 

3vu = O on3K.  

As usual, a function u E H l (K) is called a weak solution to theproblem (4.1) with f E L2(K) if the 

following integral identity holds: 

B(u,v) := f uyV:,-( -gZ)uv,ty= f fv,# 
K K 

for any function v E H l (K). B y  the Vishik-Lax-Milgram theorem I and the following assertion, we obtain 

the existence of  a weak solution to the problem (4.1) for all f E Lz(K), ~ 6 IR J, x = c - i'y, ~,r 0. 

Propos i t ion  4.1. For "c 2 - 42 E C \ ~+ we have 

where 8 = 8(z, 4) > 0. 

Proof .  Let 

IB(u,u)l > 5tIu;H*(K)II 2, 

= [lu;Z2(g)[I 2, f3 = ][Uy;t2(X)[I 2, ~ -  42 = ~l +i~i. 

(4.2) 

Then 
IB(u,u)I 2 [3 2 " ~ , -  , = + (O'i + ~ q ) ~ -  - -  2 C I I ~  ~ . 

If Cl = 0, ~'l • 0 or c l  < 0, then the inequality (4.2) is obvious. Let ~1 > 0. Then '~1 r 0. Let g be such 

that ~2 < 1 and ( l / e  2 - l )o~ < ~ .  Then 

I See the version of  this result in [23, Remark 2.9.3]. 
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]B(u,u)] 2 • [~2(1 - g 2 )  --~ (x2[~l - ( I / E 2 -  1)~11 > ~((x 2 +112). 

The proposition is proved. [] 

4.2. A s t rong solution to the problem (2.1). We introduce an unbounded operator A (4,'C) in L2 (K) 

with domain 

D(A) = 1, n - d > 2, 

[,DI3(2), n - d = 2 ,  

where [3 is taken from the interval (max{O, Im~.l + 1}, 1), where ~-l = -(rc/~)i and ~ is the opening angle 

of  the comer K. We note that D(A) is independent of the choice of [3. The operator A(~,x) is defined by 

the formula 
D(A) 9 v ~-+ A(~,'c)v = L(Dy, 4, ~)" 

This operator admits the closure which will be denoted in the same way. In the sequel, we use only the 
closed operator A(~, "c). The domain of this operator is denoted by D(A(~, "c)). Proposition 2. I and Remark 

2.2 lead to the following assertion. 

Proposition 4.2. 1 . / f n - d  > 2, then D(A(~,'c)) C H~(K;p). In the case n - d  = 2, we have 

D(A(;,I:)) C HI(K). 

2. KerA(r = 0. 

3. The lineal ImA(r r is closed in L2(K). 

Our next goal is to show that ImA(~,x) = L2(K). We need some results of the theory of elliptic 

problems in domains with conical points (cf. [19] or, for example, [20]). 

We consider the homogeneous problem 

v = 0 in K, 

3vV=0  on3K. 
(4.3) 

Let r = lY[, and let 03 = y~ ]y] E S n-a-1. For every eigenvalue )~+k of the pencil 93 we can construct a special 

solution w+k to the problem (4.3) that has the following asymptotic behavior: 

w •  ~ 

in a neighborhood of  O. For n - d = 2, starting with the double eigenvalue 0 of the pencil 93, we construct 
two special solutions w0 and w01 to the problem (4.3) with asymptotics et-U2 and cz-U2 lnr  (recall that ct 

is the opening angle of the comer K in the plane N2). Namely (cf. [6]), 

91 -v k 
w-k(y) = ~ ( i l y l v / - I ; [  z + "c2)Vkgv~ (ilyl V/-I;I  z + xZ)lyl'X-'c~k(y/lyl), (4.4) 

w+k(y) = F(I + vk)2 vk (ilyl 4-1412 -4--c2) -vklvk (ilyl 4 -  I~l 2 -t- x2)lyliX+~c~k(y/ly]). (4.5) 
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Here, vk = -v/(n - d - 2) 2 q- 4/~k/2, Kv and/v are the modified Bessel  functions o f  the third and first kind 

respectively, 

x / ~ = e x p ( ( l / 2 ) l n l z [ + i a r g z / Z + i r c ) ,  argz  E [0,2n). 

For n - d = 2 we have 

wo(y) = o~-l/210(ily[ V/-[412 --[- ~72), (4.6) 

wOl (y) = CC l/2Ko(ilyl ~-1412 + "172). (4.7) 

Lemma 4.3 (cf. [19] or [20]). Let ~ E C~c (IRn-a), ~ = 1 in a neighborhood o f  O. Let a function u be 

such that gu E H~ (K) for  some ~ E ]R, L(Dy, ;,'c)u = f in K, and ~vU = 0 0,7 OK, where f E CTc (K ). Then 

we have the following asymptotic expansion: 

)~u ~ ~ c•177 (4.8) 
•  

where the summation on the right-hand side of  (4.8) is taken over +k such that )~w• E Hg(K). (For 

n - d = 2 the sum can contah7 the term col)~wol .) To obtain )~u with accuracy o f  order up to O(r A) in a 

neighborhood of  the origin, it is necessary to take only those terms on the right-hand side of  (4.8) that 

decrease in a neighborhood of O slower than O(rA ). 

Proposition 4.4. 
ImA(4, ~:) = L2(K). 

Proof. By Assertion 3 of Proposition 4.2, it suffices to show that C~7c (K) C ImA(~,  x). 

Let f E C~c(K ), and let u be a weak solution to the problem (4.1). By the known results of  the theory 

of  elliptic boundary-value problems (cf., for example, [24]), we have u E CO*(K \ O), L(Dv, 4,'c)u = 0 in 

K, and 0vu = 0 on OK \ O. To prove the proposition, it suffices to check the inclusion u E D(A (4, ~)). [] 

Lemma 4.5. 

/ 
{.v~K: lyl<l} 

( lyt2lvu(y)l 2 + [ylalv2u(y)l 2) dy < +0% (4.9) 

f (Ivu(y)lZ/lyl2+ Iv2u(y)12)dy < +oo. 
{yEK: lyI>l} 

(4.10) 

Proof (cf. [ 1, Lemma 3.4]). Let ~,  x E C ~ (K). We assume that ~ c  = ~, supp x C {y : 1/4 < lyl < 4}. 
? - -  

Any function u E H~r (K \ O) such that 0vU = 0 on ~K satisfies the following est imate (cf., for example, 

[24] or [25]): 

I[~u;n2(g)ll ~ c{llvzXu;L2(g)ll + Ilvu;Lz(K)II}. (4.11) 
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s ~  -x/=+:* E C ~ ( K \  O) such that We introduce the partition of unity t jJj=-r and functions ~ j  

supped C {y: 2 j - I  < lyl < 2J+l}, 

supp~j  C {y : 2 j-2 < lyl < 2J+2}, 

>rj~j = ~ j ;  moreover, 

IDaxjl + lo~vil ~< Ca2-Jlal. 

Making the change of  variables y ~ Y = 2Jy, from the estimate (4.1 I) we deduce the inequality 

i {J i } ~ 2  j(21al-4) IDy(~ju)12dy<~c IVjaul2dy+2 -4j tV ju l2dy .  (4.12) 

lal,<2 g g 

Taking into account the equality At, = (1412-  2)u-f and adding the inequalities (4.12) for j = 1 ,2 , . . . ,  

we arrive at the estimate (4.10). 

To obtain (4.9), we multiply (4.12) by 2 4j and take the sum over j = 0 , -  1 , . . . .  [] 

It is easy to check that u E D(A(~, x)). Let Z be the function from Lemma 4.3. We set tlS = 1 - Z and 

u = Zu+tlsu. From the inclusion u E HI (K)  and Lemmas 4.5 and 4.3 it follows that 

X u = Z ~ c#,'#a~k ~ll/~(~ + v, (4.13) 

where the sum contains only those terms for which ( n -  d -  2 ) / 2 -  1 < Ims < ( n -  d -  2) /2  and v = 

O(r I-('-d-2)/2+~) for some e > 0. For n - d = 2 the sum can contain the term c0~o(r = co a-I~2. 
The functions zr/X~dPk(o~) from the sum in (4.13) belong to D(A(4,x)) by definition. We show that 

v E D(A(4,x)). Let tlt,,(x) = v(nx). We have 

L(Dy, 4, ~)(~nV) = v,,L(Dy, 4,'c)v + 2VlltnVV + AV,,v. (4.14) 

It is clear that 

t(Oy, 4,"c)v ~-- t(Oy, 4 , ' l : ) {~b t  - -  Z s } E t 2 ( g ) .  

Therefore, the first term on the right-hand side of (4.14) tends to L(Dy, 4, z)v in L2 (K) as n ---+ ~ ,  whereas 

the second and third terms tend to zero in L2 (K) because 

c2/n 
][v~,,vvll 2 ~< cn 2 J" m-d-It 2e-(n-d-2) dr, 

r 

c2/n 
lIAr.vII 2 <<. c,, 4 f lai-d-lr2-(n-d-2)+Eedr. 

C I/#'l 

Thus, ~ , v  --+ v and L(Dv,;,z)(~,,v) --+ L(Dy,;,~)v. Therefore, v E D(A(;,x)). Consequently, 7(u E 

D(A(~,x)). The inclusion ~u E D(A(4,x)) is established with the help of the sequence 2n~U, where 

Zn E C~c (lR"-d), Z,,(x) = 1 for Ixl < n, and )~n(X) = 0 for Ixt/> n +  1. [] 
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Definition 4.6. By a strong solution to the problem (4.1) with f E L2 (K) we mean a solution u to the 

equation A(~,'0u = f .  

Propositions 4.2 and 4.4 imply the following assertion. 

Theorem 4.7. For any f E L2 (K), 7 > O, ~ E IR a, and ~ E ~ there exists a unique strong solution u to 

the problem (4.1). For n - d > 2 we have 

T I] v; nd (g; P)]I 2 ~< c ][A (g, -c) v; L2 (g) ll-, (4.15 ) 

and fo r  n - d = 2 we have 

f (p2lv@)[ 2 + [ VyV (y) 12) dy ~ cllA (;, z) v; L2 (K) II f 2. 

K 

h7 (4.15) and (4.16). the constant c is independent o f t  , ~ and or. 

(4.16) 

4.3. Formulas for the coefficients in the asymptotic expansion (4.8). Let f E C~c(K ), and let u be 
a strong solution to the problem (4.1). Then 

Zu ~ ZCkZW+k, 
k 

where only the summands with nonnegative k occur in the sum. The following assertion follows from the 
general results [26] (cf., also [20]) about the coefficients of asymptotic expansions of solutions to elliptic 
problems in a cone. 

Lemma 4.8. We denote by wk(, 7) and wol (, 7) the functions from (4.4) and (4.7) with 7 instead of'c. 

Then 

ck = (f, wk (, ~))t.z (K). (4.17) 

For n - d = 2 the coefficient of wo is as follows: 

co = (f, w01 (, 7))L2(K ). (4.18) 

w 5. The Boundary-Value Problem in a Cone in the Scale of  Weight Spaces 

We introduce a scale of function spaces in accordance with the estimates (2.10) and (3.15). We 
denote by DH~,q(K; p) the space equipped with the norm 

[]v;DH~,q(K; p)[] = (]lZpv;H~+q(K; p)]]2 + y2 ]iv; H[~+ ~ (K; p)[]z)u2 (5.1) 
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for n - d > 2 and with the norm 

q+2 
Ilv;On~,q(g;p)ll = p2llr~-lZev;te(g)ll2 + ~ IIr~-2+%k(Zpv);tz(g)ll 2 

k=l 

9 q+l ) 1/2 
+ 'I'll ~; n;+q (K; P) ll 2 (5.2) 

f o r n - d = 2 .  

We introduce the space RHf~,q(K; p) equipped with the norm 

(j--~o " , 1 /2  Hf;RH~,q(K;p)II = (p/~t)2Jllf;H~+Jq_j(K;p)ll 2 + (pl-f~+q/'fl+l)2llf;L2(K)ll2) . 
(5.3) 

For fixed p and 7 the norm (5.3) is equivalent to the norm 

q 9 (llf;n~+q(g; P)II- + Ilf; t2(g)II 2) 1/2. (5.4) 

0 
In RH~,q(K; p), we introduce an unbounded operator v ~ L(Dy, 4,'c)v with domain ~DI~ if n - d > 2 

0 
and �9 (2) if n -  d = 2. This operator admits the closure which will be denoted by A~,q(~,'r 

The following assertion follows from the estimates (2.10) and (3.15). 

Proposition 5.1 (cf. [2, Proposition 5. I]). Let [3 ~< 1 f o r  n - d > 2 and ~ < I for n - d = 2. Let 

the line ImP. = 13 - 1 + (n - d  - 2) /2  do not contain points o f  the spectrum of  the pencil 91. Then for  any 

q = 0, 1,2, . . .  the following assertions hold. 

I. DA~,q (4, "c) C DA (4,'c)- 

2. KerAis,q(~, z) = 0. 

3. The lineal ImAi3,q(~ ,'~) is closed in RH~,q(K; p). 

Our goal is to describe the lineal ImAl~,q(~,'c ). Let f E RHf~,q(K;p), f ,  E C~c(K ), fn ~ f in the 

RH~,q(K; p)-norm. Let L(Dv, 4, "c)u, = fi,, OvU = 0 on OK, u,, E D(A(~,'c)). Let 13 satisfy the assumptions 

of  Proposition 5.1. We set 

= u , , - z  (5.5) 
J~Jl~ 

where 

i f n - d  > 2, and 

J~ = { j :  (n - d - 2 ) / 2  > Im)~j > 13 - 1 + (n - d -  2) /2}  

Jf~= { j : O >  Im)~j > ~ -  I } U A  

if n - d = 2. Here, A = O if [3 > 0 and A = {0} if 13 ~< 0. I f  n -- d = 2 and 13 ~< 0, then the coefficient at wo 

in (5.5) should be replaced with (f,,wOl(,Y)). 

Lemma 5.2. For any q = O, 1,. . .  we have vn E DA~,q(~,'C). 
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The proof  is similar to the proof of  Proposition 4.4 and is left to the reader. 

F rom (5.5) it fol lows that 

L(Dy, ~,'c)v,, = fn - ~ (fn, w_j(,~)>L(Dy, ~,'C)(Xwj). (5.6) 
j-_4~ 

It is easy to see that the functionals (fn, w_j(,~)),  j E Jfi, are continuous in the space RHg,q(K;p). 
Therefore,  the right-hand side of  (5.6) tends to the quantity 

f - -  ~ (f ,  w_j(,{)>L(Dy, ;,'l:)(Xwj) 
jEJ~ 

in RHD,q (K;  p) as 17 ~ oo. By Lemma 5.2 and the estimates (2.10) and (3.15), the sequence v,, converges 

to vo E OH~,q(K;p) in the OH~,q(K;p)-norm. Thus, for any function f E RH~,q(K;p) we have 

Afkq(;,'c)v 0 = f -  ~ (f,  w_j(,~))L(Dy, ~,'c)(Xwj), (5.7) 
j=Jp 

where v0 E DA~,q (4, x). Thus,  we have proved the following assertion. 

Propos i t ion  5.3. 

ImA~,q(K;p) = { f  E RHB,q(K;p) : ~/j E J~(f  , w_j(,~)} = 0}. 

We  recall that i f n  - - d  = 2 and ~ ~< 0, then for w-o(,~) we take the function wm (,~). 

Defini t ion 5.4. By  a strong (~, q)-solution to the problem (4.1) with the right-hand side f E 

RH~,q(K; p) we mean a solution u to the equation 

A~,q(~,'C)u = f .  

We summarize the results of  this section. 

T h e o r e m  5.5. I. Let I /> ~ > Im~d 4- l - ( n -  d - 2 ) / 2 f o r n - d  > 2, and let I > 13 > max{0, ImLl + I} 

for n -- d = 2. Then for every function f E RH~,q( K; p) there exists a unique strong (~,q)-solution u to the 
problem (4.1) satisfying the followhTg estimate: 

][u;DH~,q(K; p)[I <<. c(~,q)i[f;RH~,q(K;p)t[. (5.8) 

2. Suppose that k E i%1, ~ E (Imkk+l 4- 1 - (n - d - 2) /2 ,  Im~.k + l - (n - d - 2)/2), and n - d > 2. 
Then a strong (~, q)-solution exists only if  f E RH~,q(K; p) satisfies the condition 

(f,  wj( ,~))=O, j = l , 2 , . . . , k .  (5.9) 

A strong (~, q)-solution is unique and satisfies the estimate (5.8). 

3. Letn  - d =  2, ~ E (Imkk+l + 1,Im~.k 4- 1). Consider two cases: 
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(a) [3 > 0, 

(b) 13 ~< 0. 

In case (a), a strong (13, q)-solution e.rists only if f satisfies the condition (5.9). 117 case (b), a solution 
exists only if  f satisfies (5.9) and the following condition: 

(f, wot(,Y)) = O. (5.10) 

A strong ([3, q)-solution is unique and satisfies the estimate (5.8). 

4. I f  f E RH~,q(K; p) and a strong (~, q)-solution exists, then this solution is a strong solution to the 
problem (4.1). 

w 6. Asymptotic Expansions of Solutions to the Problem in a Cone 

We note that Lemma 5.2 remains valid if the functions wj in (5.5) are replaced with partial sums of 
the series 

o o  2 2 m �9 2 m  ,Tvj~ 'm" v,  ('t - I r  01el) 
wj(Y,~)=F(l+vj)lYl A ) ,,2Z,=0 2 T m m ! ~  ~ ]-5) (6.1) 

with sufficiently large number of terms (cf. (4.5) and [27, Sec. 7.2.2]). These partial sums will be denoted 
by ~(y , ' c )  (N is the number of terms of the series (6.1) occurring in the partial sum). Thus, formula (5.7) 
remains valid if wj is replaced with wJ for sufficiently large N. 

To derive further estimates, it is convenient to deal with the normed parameter (4, x) and consider 
the problem (2.2). By (5.7), if the right-hand side F of the problem 

L ( D n , 0 ) U = F  inK, 

avU = 0  on aK (6.2) 

satisfies the condition F E RH~,q(K; 1), then the strong solution U to the problem (6.2) is represented in 
the form 

U=)~ Z (F,w-J(,-O))wN(,o) + V, (6.3) 
jEJ~ 

where V is a ([3, q)-solution to the problem (6.2) with the right-hand side 

k jEJ[~ 

0 = (~/p,x/p),  -0 = (~/p,Y/p).  

It is clear that 

[[Ft;RH~,q(K; 1)[I ~ c[[F;RH~,q(K; 1)l], 
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where the constant c is independent of 0. Hence 

IIV;DH~,q(K; 1)11 ~< cHF;RH~,q(K; 1)11. (6.4) 

We return to the variable y = ~I/P. We set 

ub' ) = U(py), v(y) = V(py), f ( y )  = p2F(py). 

The problem (6.2) becomes the problem (4.1). In the new variable, formula (6.3) takes the form 

u(Y) =Ze(Y) Z ( f ,w_ j ( , ; ,~ ) )wy (y , ; , z )+v (y )  (6.5) 
j=s~ 

(we used formulas (6.1), (4.4) and the relation ~.j + ~_j = i(n - d - 2)), where Zp(Y) = ~(PY). 
It is easy to compute that 

[{F;RH~.q(K; 1)[I 2 = p"-d+z~-4llf;RH~,q(K;p)lt2 , (6.6) 

liE, on~,q(g; 1)II 2 = pn-d+2~-4][ IJ; on~,q(g; p)II 2. (6.7) 

Thus, we have proved the following assertion. 

Theorem 6.1. Let ~ satisfy the assumptions of Proposition 5.1, and let f E RHf~,q(K; p). Then the 
strong solution u to the problem (4.1) is represented in the form 

Nj (x2_ i;[2)m(ilyl)2,,, "co" "~ 
u(y) =Zp(y) ~ (f,w_j(,;,~))r(l + vj) ~ 2 _ - ~ , , , ~ ~ i -  ) A )IYl +v(y), (6.8) 

jEJ~ m = 0  

~&ere J~ is defined before Lemma 5.2, Nj are sufficiently large integers, and v satisfies the esthnate 

II v, On~,q(g; p)II ~< cllf; RH~,q(K; p) ll- (6.9) 

w 7. The Problem in a Wedge 

The results concerning the problem in a wedge is obtained by using the inverse Fourier transform 

from the assertions about the problem with parameters in a cone. 

We consider the problem (0. I), (0.2) for f E V~ T), g > 0 (cf. the definition of  the norm in (1.5)). 

Let if(, ~, x) be a strong solution to the problem (2.1). The function 

u ( y ,  ~,, t )  ~--- --1 A F(;,-c)--,(z,t)u(Y, ~, q~) 

is called a strong solution to the problem (0.1), (0.2). 

By Theorem 4.7, the following assertion holds. 
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Theorem 7.1. For any f E V~ and y > 0 there exists a unique strong solution u to the problem 

(0.1), (0.2). For n - d > 2 we have 

7llu; V01(Q;7) ~< cllf; V~ 

and f o r  n - d = 2 the following inequality holds: 

711 exp(-yt)V(x,t)u; L2 (a)II ~ IIf, V~ 7)II 

The constant c is bMependent o f t  > O. 

Let a function Z E C~c(R n-a) be equal to 1 in a neighborhood of  the vertex O of the cone K. We 

introduce the operator 

(Xu)(y,z,t) = F(-~,lz)_(z,t)Z(py)F(z,t,)__+(;,x)u(y,z',t'). 

We set 
(Au)(y,z,t)  = - t  , , F(;,z)__.(z,t)PF(-,,t,)__.(;,~)u(y,z , t  ). 

For 13 E IR, 7 >  0, q = 0, 1,... we introduce the space RV~,q(Q;7) equipped with the norm 

(q ) IIf;eV~,q(a;7)fl = 2 uzJlIAJI ; V;~Jq-j(Q;Y)II 2 + Y-2(l+q)llAt-13+q/; v~ 2 1/2 
j=0 

The space DV~,q(Q : 7) is equipped with the norm 

�9 q + 2  . 2 9 , , , q + l  Hu;DV~.q(Q;7)[[ = (llXu, V~+q (0,7)11 + T u; V~+q (0;7)112) 1/2 

for n -- d > 2 and the norm 

[lu'agW~,q(a;Y)l[ 2 =  f {p-H~ Zpu(,;,x);t2(g)ll- 
R d + t 

q+2 

+ ~ II r13-2+'V' 0~p~'(, ; ,  z);t2(g)ll z } d ; d o +  ?llu; v~++, I (a;Y) l[ z 
s=l 

for n - d = 2. Let if(, 4, x) be a strong (13, q)-solution to the problem (2.1). The function 

u(y,z,t) -1 A = F(;,x)__,(z,t)u(Y, 4, "c) 

is called a strong (13,q)-solution to theproblem (0.1), (0.2)�9 

The following assertion is obtained from Theorem 5�9 

Theorem 7.2. 1. Let I ) 13 > Im~,l + 1 - (n - d - - 2 ) / 2 i f n  - d  > 2, andle t  I > 13 > max{0, Im3q + i} 

i f  n - d > 2. Let 7 > 0, q = 0, 1 , . . . .  Then for  every funct ion f E RVf~,q(Q, y) there exists a unique strong 

(13, q)-solution u to the problem (0.1), (0.2) satisfying the following estimate: 

11 u, DV~,q(a; 7)II ~< e(13, q)IIf; RV~,q(Q; ~') II, (7.1.) 
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where the constant c is independent o f t  > O. 

2. Suppose that k E N, 13 E (ImXk+l + 1 + ( n - d -  2)/2,ImX~ + I + ( n - d - 2 ) / 2 ) ,  and n - d  > 2. 
Then a strong (9, q)-solution exists only if f E RV~,q(Q; T) satisfies the conditions 

( f  (, ~, x), w_j(, 4, Y) ) = 0 ,  j =  1,2, . . . ,k,  (7.2) 

for  all 4 E •d X = ~Y -- iT. A strong (9, q)-solution is unique and satisfies the estimate (7.1). 

3. Suppose that n - d = 2, 13 E (ImXk+l + 1, ImX~ + I). Consider two cases: 

(a) 13 > O, 

(b) 13 ~ 0. 

In case (a), a strong (~,q)-solution exists only if f E RV~,q(Q;~t) satisfies (7.2). In case (b), a strong 
(~5, q)-solution exists only if f satisfies (7.2) and the condition <f(, 4, x), wm (, 4, Y) ) = 0 for all 4 E ~a, 
"c = ~ -- iT. A strong (~, q)-solution is unique and satisfies (7.1). 

4. Any strong (~, q)-solution is a strong solution. If  there exist strong (~, q)- and (~', q')-solutions, 
then they coincide. 

Before the formulation of the theorem about the asymptotics of  solutions to the problem (0.1), (0.2), 
we prove the following lemma. 

Lemma 7.3. The coefficient cj(~, "c) = ( f  , w_j(, 4, Y)} in the asymptotic expansion (6.8) satisfies the 
estimate 

Icj(~, x) l ~< cllf; RH~,q(K; p)lip Imx-j+~-("-d)/2. (7.3) 

Proof. In the notation of Sec. 6, the following estimate holds: 

l(F, w_:(, 0))I ~< cttF;RH~.q(K: I)I1- (7.4) 

Taking into account the relations (6.6) and (4.5) and the equality f (y)  = peF(py), we obtain (7.3) from 
(7.4) by making the change of variables 11 = py. [] 

Lemma 7.3 and Theorem 6.1 imply the following assertion. 

Theorem 7.4. Let ~ <~ 1 ([3 < linthecasen-d=2), and let the line ImP. = [3 - 1 + (n - d -  2)/2 do not 
contain points of  the spectrum of  the pencil 92. Let T > O, f E RV~,q (Q; T)- Then a strong solution u to the 
problem (0.1), (0.2) is represented in the form 

~'~ (Ot-Az)m(ilyl)2m (X( ": t" 
u(y,z,t) = ~ r(t+vj)lyliXjaPj(co) 2., 95~,,~F-~m-7----';-, ~, j)~y,z, )+~(y,z,t), (7.5) 

jEJtl m=0--  m. I n-t-Vj-I- l)  

where 
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F, -1 ~)~ (p(y,z,t)= (~:)_(:j)qo(y, ~, 

= (7(, w-:(, 
(7.6) 



and the function (z,t) ~ exp(-~t)rj(z,t) ~ 6~(z,t) satisfies the inequality 

II ff; n(n-d)/2-ImX-Y-fJ ( Rd+l ) ]] ~ cllf; RH~,q (Q; y)II- (7.7) 

The remainder ~(y, z, t) in (7.5) satisfies the estimate 

II~(y,z,t);oV~,q(a;T)ll <<. cllf;en~,q(a;Y)ll .  (7.8) 

The constant c in (7.7) and (7.6) is independent of y > O. 

R e m a r k  7.5. As is known (cf., for example, [20]), the operator X from formula (7.5) is the operator 
of  smooth extension of-functions defined on the edge M x 1R (cf. 1.2) inside the wedge Q = X x IR. If 

kj is a sufficiently smooth function (say, 13 is a negative number with large modulus (cf. (7.6))), then the 
principal term in the j th  summand in (7.5) can be written in the form ~j(Z,t)fl~'JtlJj(O)). 

w 8. Explicit Formulas for the Coefficients of Asymptotics 

With the special solution w-k (w01) to the homogeneous problem for the Helmholtz equation in the 

cone (cf. (4.3)) we associate the special solution 

W-h = J~,lz)~(:,,)w-k (Wol = F(;-.lx)_.(z,t)wol) 

tO the homogeneous boundary-value problem for the wave equation in a wedge. The following lemma 
was established by the authors, together with S. I. Matyukevich. 

L e m m a  8.1. Suppose that l[s,+o.)(t ) is the characteristic fimction of the set [s, +oo), F(a,b,c,x) is a 
hypergeometric function, d / dt is the generalized differentiation operation, 

Nk = N ( d ,  vk) = [d /2+vh]  + i, 0h = 0(d, vk) = N h - - d / 2 - - V h ,  r = ]y[, r 1. 

Then the following assertions hold. 

1. For d >~ 1 

23/2-v~-~162 r2Vk +t-;v_k (Iz[ 2 + r2)-(vk+Ok+d/2)/2 
W_k(y,z,t) = r(vk)r(0h + 1/2) 

x *k(co) {l[v~:+~_, +o. ) (t)(t 2 - Izl 2 - r2)  0 t - l / 2  

• F((0h -- Vk)/2, (0k + Vh)/2, 0k + 1/2, 1 -- t2/( ]Zl 2 + r2))}. (8.1) 

2. Ford=O 

23/2-vk-O~rr v.-O+tZ_. " " / / d  ,~Nk .~ r2) 0k-l/2 
W_~(y,t) = l _ . ( ~ i - / 2 ) r '  ' kcI)h(CO){\~) {l[r,+.~)(t)(t--- 

• F((0k -- Vk)/2, (Ok + Vh)/2, 0h + 1/2, 1 -- t2/r2)}. (8.2) 
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3. Ford=2l, 1 = 1 ,2 , . . . ,  

Wol(Y,Z,t) = 0~-1/2(2/~)1/2( Izl 2 +r2) -t/2 1 [ ~ , + 0 . )  (t)(t 2 -- r 2 - - IZ[2)  - 1  

xcosh[larcosh(t/~+r2)l}. 

4. Ford= 21+ 1, 1 = O, I, . . . .  

/ d NI-FI 
WO, I (y,z,t) = ~ - l / 2 x (  izl 2 + r2)-1/2-1/2 (_dt) 

/ 

x {l[v~lcl,_+r,_,+oo)(t)F(l/4,1/4,1,1-t2/([Zl2 + r 2 ) ) } .  

5. For d=O 

Woi (Y, t) = c~- 1/2 (2x) 1/2 lit,+**) (t) (t 2 - r 2 ) -  1. 

(8.3) 

(8.4) 

(8.5) 

Proof.  By (4.4) and (4.7), we have 

W-k(y, z, t) = (2 l-v~/F(vk))riX_~Ok(o3)Sd,v k (r, Z, t), 

where 

Sd,v (r, z, t) = (2X)-(d+ 1)/2 

for d ~> 1 and 

(8.6) 

Wol(y,z,t) = cz-l/2Sd,o(r,z,t), (8.7) 

J" d, exp(i,t) f ( ir~)VKv(ir~/ f .2- l~12)exp(iz~)d~ 
Imx=-T y:,t (8.8)  

So,v(r,t) = (2x)  -x /2  f exp(ixt)(ir'c)VKv(irx)dx 
lm'C=- 7 

(8.9) 

f o r d  = 0 .  
For d ~> 2 we pass to the spherical coordinates in the interior integral in (8.8) (the north pole is 

located at the point z/Izl). We have 

+**-,/i +o, 

Sd,v(r,z,t)=(2~) -(d+')/2 f dzexp(irc) f d p p a - ' ( i r ~ ) V K v ( i r ~ )  
-~-~ o 

x exp(iplzlcosOl)sind-2Old01 12 II/sinkOdO}. 
k k----I ~1 ) 

(8.10) 
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By [27, Sec. 7.12, formula (9)], the integral in the square brackets is equal to the quantity 

2r 1) /2)jd/2_l (Plzl)(Plzl)(z-a)/2, 

where Jv is the Bessel function of the first kind. The expression in the square brackets is equal to the 

quantity 2n(a-l)/2/F((d - 1)/2) (cf., for example, [28, Sec. 1.2, formula (9)]). Hence 

Sa,v(r,z,t) = (2n)-V21zl(2-a)/2 f dxexp(itx) 
Im x= - y  

+,,o 

x f pa/2(irv/~--p2)VK,(ir~)Ja/2_l(plzl)dp. 
0 

(8.11) 

F o r d =  1 

Sl,"(r,z,t) f 
Im x= - T  

d' expli' ,) f lirvl-r )cos(Plzl)dP. 
0 

By [29, Sec. 5.8, formula 5.8.2], we have 

cos(plz[) = (r~plzl/2)V2J_l/2(plzl). 

Consequently, formula (8.11) is also valid for d = 1. Making the change of variables "c = is in (8.11 ) and 

setting/~ = - v ,  we find 

"/w ioo 

Sa,v(r,z,t) = (2x)-l/21zl(2-d)/2rVi / ds exp(-st)  

7+i0o 

+oo 

• fpd/2(s2+p2>-"/2K~(r~)Jd/2_l(plz,>dp. 
0 

(8.12) 

The interior integral in (8.12) is the Sonin-Hegenbauer integral (cf. [27, Sec. 14.2, formula (46)]) and is 

equal to 

2 + r 2 ) ( ' v - d / 2 ) / 2 g _ v _ d / 2 ( S ~  + t -2 ). 

Therefore, for d ~> 1 we have 

Sd,v(r,z,t)=(2rc)-l/2i-lr2V(Izl2+r2)-v/2-d/4 f exp(--st)sd/2+VKv+d/2(s~)ds. 
Res='t (8.13) 

For d = 0 the change of variables s = ix in (8.9) leads to the equality 

So.v(r,t)= (2rc) -l/2i-lrv / exp(st)sVKv(rs)ds" 
Res=T 

(8.14) 

We set 

N=N(d,v)=[d/2+v]+l, 0 = 0 ( d , v ) = N ( d , v ) - d / 2 - v ,  d = 0 , 1 , . . . .  
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Then (in the sense o f  distributions) 

d N Sd,v(r,z,t)= (27"r ~s_(_t,(s-OKv+d/2(s~) ) 

for d ~> 1 and 

d N 
So,v(r,t) = (2rc)l/2rV (-~) Ls_(_t)(s-~ 

for d = 1. For v = 0, d = 21, l = 1 ,2 , . . . ,  w e  have 

where 

Sd,o(r,z,t) --~ (2g)l/2( lZl2q-r2)-l/2 ( ff--7)ls (gl(sV/]7.12q-r2 )). 
For v = 0, d = 2l + 1, l = 0, I , . . . ,  we  have 

(d~  '+' - 1 / 2  . 2  " Sd.o(r,7.,t) = (27~)1/2(17.12-br2)-'/2-1/4,-~ / /~s_(_,) (s gl+l/2 ( s ~ )  ). 

For v = 0 ,  d = 0 w e  have 

So,o(r, t) = (2~)~/2zs_+,)(Ko(sd), 

T+i** 

Ls--tu(s) = (27~i) -1 ./" exp(st)u(s)ds 
7-ioo 

(8.15) 

(8.16) 

(8.17) 

(8.18) 

(8.19) 

denotes the inverse Laplace transform. The Laplace transforms in (8.15)-(8.19) were computed in [30, 

Sec. 5.15, formulas (12) and (15)]. Namely, 

)~ s--.(-t ) 
•176 (8.20) 

Ls~(_t) (s-~ (sr)) = l[r,+** ) ( t ) ( 2 - ~  + 1/2))n 1/2r-~ (t 2 - r2) 0-1/2 

• F ( 0 / 2  -- v /2 ,  0 /2  + v /2 ,  0 + 1/2, 1 - tZ/r2), (8.21) 

JLs_(_t)(Kt(s~/lzl2+r2)) = 1  2 r 2 _  t ~ , + . > ( t ) ( t  - k12) -1 
\ \ / / 

-~ 9 \ 1 / ~  • cosh[Zarcosh(t / (kl -  + r-) --j, (8.22) 

L s - ( - O ( s - ' / 2 K t + l / 2 ( s ~ ) )  = l[v~12+r2,+,o)(t)(r~/2)'/2(lzl2+ r2) -1/4 

x F ( 1 / 4 ,  l / a ,  1, 1 - t2/( Izl 2 + r2)), (8.23) 
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~s~(_t)(Ko(sr)) = 1[1,+0, ) (t)(t 2 - 1"2) -1. (8.24) 

It remains to use (8.6) and (8.7). [] 

Remark 8.2. From the formulas  of  Lemma 8.1 it follows that 

(1) W_k(y,z,t) = 0 i f t  < v/lyl 2 + Izl z, 

(2) singsupp Wk C {(y,z,t) E IRn+l : t = v/lyl2 + 1:12}. 

The same assertions are valid for W01. 

Owing to Remark 8.2, we can obtain some additional information about the coefficients 

~j(z,t) = f dzl J dtl f dyf(y, z l , t l )W- j (y , z -Z l , t - t l )  (8.25) 
~,.d ~ K 

of the asymptotic expansion (7.5) obtained in Theorem 7.4. 

Proposi t ion 8.3. 1. For the coefficients gj(z, t) of the asymptotics the "leading edge effect" holds: 

t < inf{Ixl + s :  (x,s) ~ s u p p f }  ~ ~j(z , t )  = O. 

2. If  the singular support of  the right-hand side f is bounded with respect to spatial variables and 
semibounded from above with respect to the time variable, then the coefficients gj( ) are infinitely smooth 
functions in the domain (cf (7.7)) 

{(z,t) E ~d+l  : t > sup{tl + V/ly] 2 + IZ-Zll2; (y,S.l,tl) E singsuppf}.  
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